Seeing the {Closed+Camouflage+Natural=Forest} for the Trees: Rapid Scene Categorization can be mediated
by conjunctions of global scene properties
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* We compared two model observers trained on either the magnitude
distributions of global properties across semantic categories or the pixel

areas of object concepts across semantic categories.

Questions: Method: 8 category x 7 global property x 2 magnitude confusion matrix

1. What is global information in a scene?

2. How is this information used by human observers? ) B B
| ake i Forest _ // TargetN -- .

3. How does it compare to local (object-centered) information in scenes Assuming Gaussian distributions of representation primatives, the models —

- TN output the maximum likelihood category for each test image:
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A set of properties that describe the space that a scene subtends, the Field ; Desert My, = ar%EIEaxgln hro? 20° (d; = h(x,))
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Ranklng Results time permlttlng /5% correct semantic classification performance (r=0.67, p=006) by Category. It also teractions humans can have in that space or properties of the surfaces in the
classifications. predicts fewer of the specific errors that humans make (62%). scene.
. Global properties have an earlier perceptual availability than the semantic catego-
Error analysis ry of images.
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